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Abstract—Many empirical studies have shown that defect prediction models built on product metrics can be used to assess the quality of software modules. So far, most methods proposed in this direction predict defects by class or file. In this paper, we propose a novel software defect prediction method based on functional clusters of programs to improve the performance, especially the effort-aware performance, of defect prediction. In the method, we use proper-grained and problem-oriented program clusters as the basic units of defect prediction. To evaluate the effectiveness of the method, we conducted an experimental study on Eclipse 3.0. We found that, comparing with class-based models, cluster-based prediction models can significantly improve the recall (from 31.6% to 99.2%) and precision (from 73.8% to 91.6%) of defect prediction. According to the effort-aware evaluation, the effort needed to review code to find half of the total defects can be reduced by 6% if using cluster-based prediction models.
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I. INTRODUCTION

Under the dual pressure of time to market and cost control, software development managers often find it hard to allocate sufficient time and resources for software testing and other quality assurance (QA) activities. This often results in defect-prone products delivered to customers, and may thus cause serious problems in system dependability and safety. One cost-effective way that can alleviate this problem is to assess the quality of software modules by using defect prediction models based on software product metrics such as object-oriented (OO) design metrics [1]. Testing and QA resources thus can be allocated more efficiently according to the defect prediction results.

In this paper, we concentrate on defect prediction models based on software product metrics, including code metrics and OO design metrics. Most methods in this direction predict defects by class or file. Some work (e.g. [2], [3]) proposes to predict defects on the higher package level and gets better recall and precision. However, it is also reported [4] that package-based prediction models are less effective than class-based models when the effort is considered. The work on package-level defect prediction is based on the hypothesis that the likelihood of a component (package) to fail is significantly determined by the problem domain [2]. Furthermore, an empirical study on modern open source software [5] reveals that semantic bugs, which are application-specific and reflect inconsistency with the original design requirements or the design intention, have become the dominant root causes.

In this paper, we propose to improve software defect prediction by class-based program clustering, i.e. using program clusters rather than individual classes as the basic units of defect prediction. Program clustering usually is based on formal information (e.g. method calls and variable references) or non-formal information (e.g. identifier names and comments) [6]. The former is called structural clustering, and the latter is called semantic clustering. Intuitively, semantic clustering, which reveals the semantics and intention of the code [7], is a proper technique to identify functional clusters for defect prediction. To validate the effectiveness of our method, we conducted an empirical study on the Eclipse 3.0 system and evaluated cluster-based defect prediction models against class-based models. In particular, we are interested in the following two research questions:

- **RQ1:** Are cluster-level predictions more effective than class-level predictions by both precision/recall and effort-aware evaluation?
- **RQ2:** Are structural clustering and semantic clustering of the same effectiveness for defect prediction?

The rest of this paper is structured as follows. Section II introduces some related work, including program clustering and defect prediction. Section III describes the proposed prediction method, including clustering method, data processing and the analysis methods used. Section IV presents and evaluates the analytical results. Section V discusses related issues and analyzes the threats to validity. Finally, Section VI concludes the paper.

II. RELATED WORK

A. Program Clustering

Program clustering groups program entities (e.g. files, classes) into modules to discover a better design or to extract significant concepts from the code [6]. Anquetil et al. [6] studied the impact of three clustering parameters on the results of program clustering, i.e. descriptive features, similarity metric and clustering algorithm. In recent years, information retrieval (IR) techniques have been widely used in program clustering and coupling measurement. The most used IR techniques in these work include Vector Space Model (VSM) and Latent Semantic Indexing (LSI). Based on LSI, Kuhn et al. [7] introduced the semantic clustering technique to group source artifacts that used similar vocabulary and interpreted the semantic clusters as linguistic topics.
B. Software Defect Prediction

Many empirical studies have shown that defect prediction models built on software metrics are useful for predicting software defects in source code. Among these analysis studies, linear regression and logistic regression are the ones most used in defect prediction. Linear regression is often used to predict the number of defects a program contains, while logistic regression is usually used to predict the likelihood that a program unit is defect-prone.

Most defect prediction methods are based on product metrics, including both code metrics and software design metrics. Some researchers also investigated the usage of development process metrics, such as change bursts [8] and communication structures [9], in defect prediction. These process metrics generally perform better than product metrics for defect prediction [4], [8]. However, the process metrics are often unavailable in new projects and projects without perfect historical records.

Although most methods in this direction predict defects by classes or files, there are also some studies that predict defects by packages or components. Kamei et al. [4] used Martin’s package design metrics [10] to build package-level defect prediction models. These package- or component-level prediction models usually can achieve higher recall and precision than class-based models. However, they are usually less effective when effort is considered [4].

III. RESEARCH METHOD

In this section, we first give an overview of our method. Then we introduce the design of our experimental study, including the data source used and the three main steps, i.e. program clustering, data preprocessing and data analysis.

A. Method Overview

The process of our method is described in Figure 1. The main steps include program clustering, data preprocessing, and data analysis for defect prediction.

The first step is to extract descriptive features from source code files. And then, in program clustering, classes in source code files are grouped into functional clusters using specific clustering algorithms and similarity measurement. In the consequent data analysis, these clusters are used as basic units to build defect prediction models. Finally, a series of data analysis techniques are used to build cluster-level defect prediction models.

B. Data Source

In our experimental study, we used the PROMISE data set [3], which provides both pre-release and post-release defect data. We chose the post-release defect data, which reflected the number of non-trivial defects reported in the first six months after release, in our study. According to the data set, there are totally 2679 post-release defects distributed among 1568 Java files. The data set provides more than 100 types of code metrics on class level and package level [3].

To generate program clusters for defect prediction, we downloaded the source code release of Eclipse 3.0 which contains totally 10,593 Java files and roughly 1,300,000 lines of code. By analyzing the source code, we obtained a series of OO design metrics like DIT and LCOM.

C. Clustering

In program clustering, entity description, entity coupling (similarity metrics) and clustering algorithm are the three basic issues to be considered [6].

1) Entity description: In order to extract more abstract and high-level information from the source code, we choose the non-formal descriptive features in the clustering step (i.e. identifiers and comments of source code). More specifically, we use LSI technology to improve the initial descriptions.

2) Similarity metrics: Based on the LSI space, we calculate the similarity of two classes with the Cosine function. A higher value means a larger similarity between two classes.

3) Clustering algorithm: In the program clustering of our experiment, we use the hierarchical clustering algorithm [11], which is often used in software architecture recovery. We use the complete linkage criteria in the process, i.e. using the minimal similarity between the elements of two clusters as their similarity. As mentioned in [6], the complete linkage criteria usually results in more compact but less isolated clusters which are more cohesive. In the final hierarchy produced, each level presents a clustering result and a cut point should be defined to get proper-grained clusters.

D. Data Preprocessing

As shown in Figure 1, data preprocessing in our method is to aggregate cluster-level metrics and defect data from class-level data.

The metrics we choose for class-level defect prediction include 10 code metrics, such as TLOC (the total lines of code) and NOM (the number of methods), from the PROMISE data set [3] and 6 OO design metrics provided by [12]. Some code metrics in the PROMISE data set have different calculation methods such as max, average and sum. We use a set of cluster-level metrics similar to the work on package-level defect prediction in [4]. We aggregate class-level code metrics to cluster-level metrics, besides, based on analysis information about class definition and dependency extracted from the source code, we calculate cluster-level design metrics according to Martin’s package design metrics [13], which are presented in the Table 1.
E. Data Analysis

In this subsection, we introduce the regression analysis methods and the evaluation methods used in our study. In our experiment, linear regression and logistic regression are used to build the prediction models on both the cluster level and class level. Therefore, we use code unit to refer to the basic unit in defect prediction, i.e. cluster or class in our study.

In building regression models, a difficulty is the multi-collinearity problem among different product metrics of the code units. The multi-collinearity may lead to an inflated variance in the estimation of the metrics [14], so we use the PCA (Principal Component Analysis) technique to overcome this problem.

In order to evaluate the performance of regression models, we used data splitting, a commonly used evaluation technique in our experimental study. We randomly split the data set into two-thirds to build a prediction model and one-third to test the efficacy of the built model. In each experiment, the splitting evaluation is conducted 100 times to provide comprehensive and stable analysis results.

In the linear regression analysis, the prediction models are built to predict the number of defects in each code unit. And their prediction capability is evaluated by calculating the Pearson and Spearman correlation coefficients between the predicted number of defects and the actual number of defects provided. To evaluate how well the models explain the data set, we also check the $R^2$ and the adjusted $R^2$. $R^2$ is defined as the proportion of the total variation in the dependent variable that is explained by the linear regression model. Adjusted $R^2$ is a modification of $R^2$ which adjusts for the number of explanatory terms.

In the logistic regression analysis, the prediction models are built to predict the likelihood that a code unit may have defects. In model training, we use the 0/1 variable $S(\text{unit})$ as dependent variable, where

$$S(\text{unit}) \begin{cases} 1, & \text{if number of defects in the unit} > 0 \quad (1a) \\ 0, & \text{if number of defects in the unit} = 0 \quad (1b) \end{cases}$$

The logistic regression analysis is evaluated by classification approach. We set a threshold (e.g. 0.5 in our experiment) to judge whether a code unit is defect-prone or not. If the likelihood of a code unit is larger than the threshold, it is predicted as defect-proneness, otherwise it is predicted as defect-free. Then we calculate the recall and precision as following.

- **Recall.** The recall is the percent of the defects predicted correctly in the total actual defects.
- **Precision.** The precision is the percent of the defects predicted correctly in the total predicted defects.

IV. Experimental Results

In this section, we present the results of our experimental study on the Eclipse 3.0 system in detail, including the clustering results, the linear regression results and the logistic regression results. Finally we evaluate the results of cluster-based logistic regression models against class-based models by test effort reducing.

A. Clustering Results

In the clustering process, we set the cut point at the level with 1,000 clusters, i.e. producing 1,000 clusters for defect prediction.

<table>
<thead>
<tr>
<th>Cluster Size</th>
<th>Cluster Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 – 4</td>
<td>112</td>
</tr>
<tr>
<td>5 – 8</td>
<td>397</td>
</tr>
<tr>
<td>9 – 16</td>
<td>343</td>
</tr>
<tr>
<td>17 – 32</td>
<td>130</td>
</tr>
<tr>
<td>33 – 100</td>
<td>18</td>
</tr>
<tr>
<td>&gt; 100</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1000</strong></td>
</tr>
</tbody>
</table>

Table II presents the distribution of clusters with different size. It should be noted that as the largest cluster contains only 74 classes, the filtering policy actually is not used in our semantic clustering process. Clusters with less than 5 or greater than 100 elements are often regarded as extreme clusters. From Table II, we can see that about 89% of all the clusters are non-extreme, showing that by using LSI-based we have obtained quite balanced and proper-grained clusters for defect prediction.
B. Linear Regression

In our study, linear regression models are used to predict the number of defects in each code unit. The performance of cluster-based linear regression models is evaluated against class-based models by $R^2$, adjusted $R^2$, and Pearson and Spearman correlations. The analysis results are presented in Figure 2, in which each box plot denotes an indicator of the cluster- or class-based linear regression models over 100 runs. It can be seen that both $R^2$ and adjusted $R^2$ values of cluster-based models are much higher than class-based models. Considering that the two values are usually low in defect prediction models, the improvement achieved by cluster-based models is significant. On the other hand, since the defect data is not normally distributed, the Spearman coefficient can better reflect the correlation than Pearson coefficient. From Figure 2, it can be seen that the Spearman correlations of cluster-based models are nearly by 100% higher than class-based models on average (0.626 Vs. 0.325). The results suggest that cluster-based models can more accurately predict the number of defects than class-based models.

C. Logistic Regression

In our study, logistic regression models are built to predict the likelihood that a code unit may have defects. The recall and precision of the classification results are calculated with the threshold 0.5. Figure 3 compares the recall and precision of cluster-based and class-based models. It can be seen that cluster-based prediction models can predict nearly all the defects (an average recall of 99.2%) with a much higher precision (91.6% on average). Thus, we can get the conclusion that cluster-based logistic regression models are more effective than class-based models in predicting defect-proneness of code units.

D. Test Effort Reducing

We evaluate the performance of cluster-based defect prediction models in reducing test effort against class-based models using the effort-aware evaluation model proposed in [15]. In this evaluation, we generate logistic regression models using all data in the data set and assume that testers will follow the ranking order of likelihood of defect-proneness predicted by the models to choose code units for review or testing.

Figure 4 presents the effort-aware evaluation of cluster-based models against class-based models. The x-axis is the percentage of lines of code to be reviewed or tested according to the defect prediction results. And the y-axis is the percentage of the defects that can be discovered according to the actual number of defects. From the comparison, we can observe that cluster-based prediction is more effective in reducing test effort. For example, to discover 50% of the total defects, testers can review or test almost 81,000 lines of code less to discover 50% of the total defects if cluster-based prediction is used. In summary, cluster-based defect prediction is more effective than class-based prediction in reducing test effort.

V. DISCUSSION

A. Answers to the Two Research Questions

1) Research Question 1 (RQ1): RQ1 concerns the improvement of cluster-based prediction models against class-based models by both recall/precision and test effort reducing. Our answers to this question are positive when LSI-based semantic clustering is used.

From the results of our empirical study, it can be seen that the accuracy of cluster-based linear regression models is by nearly 30% points higher than class-based models. And cluster-based logistic regression models can achieve an increase of 67.6% points in recall and an increase of 17.8%
points in precision. This result is even much better than that of package-based defect prediction models.

Different from package-based prediction models, cluster-based models are even more effective than class-based models when effort is considered. According to our study on the Eclipse 3.0 system, by using cluster-based prediction testers can review or test 6% source code less to find half of the total defects. We think this improvement comes from that program clusters by semantic clustering are more proper-grained and problem-oriented than classes and packages.

2) Research Question 2 (RQ2): RQ2 concerns whether structural clustering, which uses formal descriptive features like data type references, variable accesses and method calls for clustering, is of the same effectiveness as semantic clustering for defect prediction. Intuitively, program clusters generated by semantic clustering are more problem-oriented, thus should be better choices for defect prediction. Structural clustering is based on formal features, which are at a very low abstraction level and contain much noise, thus is difficult to extract significant abstract concepts [6].

To confirm our hypothesis, we conduct a contrast study of defect prediction models using structural clustering with similar process and clustering settings. We repeat the same data splitting evaluation 100 times for linear and logistic regression analysis with structural clusters, and obtain the comparative results (average value) with prediction models based on classes and semantic clusters as shown in Table III.

From the comparative analysis, we get the answer for RQ2 that structural clusters are not so effective as semantic clusters when used as program units for defect prediction. Actually, the results of structural clusters are even worse than class-based prediction.

<table>
<thead>
<tr>
<th></th>
<th>Class</th>
<th>Semantic Clusters</th>
<th>Structural Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.215</td>
<td>0.459</td>
<td>0.205</td>
</tr>
<tr>
<td>Adj. $R^2$</td>
<td>0.215</td>
<td>0.455</td>
<td>0.201</td>
</tr>
<tr>
<td>Spearman Correlation</td>
<td>0.325</td>
<td>0.626</td>
<td>0.319</td>
</tr>
<tr>
<td>Recall</td>
<td>0.316</td>
<td>0.992</td>
<td>0.378</td>
</tr>
<tr>
<td>Precision</td>
<td>0.738</td>
<td>0.916</td>
<td>0.750</td>
</tr>
</tbody>
</table>

B. Threats to Validity

One major threat is that our study is based on the data from one single project. Other projects may not have the appropriate characteristics to produce comparable results. Another threat is that we only evaluate cluster-based prediction models built with linear regression and logistic regression, other techniques should also be tested to get a comprehensive evaluation to our method. Besides, it is needed to further validate our method with more product metrics.

The other major threat lies in the great influence of clustering settings on the results of clustering. Clustering settings greatly influence the quality of clustering results. Thus the performance of cluster-based prediction models may be not so good if inappropriate clustering settings are used. And furthermore, the best clustering settings for defect prediction may vary for different systems.

Therefore, the most important significance of our study is the exploratory and indicative finding that proper-grained and problem-oriented program clusters may be a better program unit for defect prediction by both recall/reciprecison and effort-aware evaluation.

VI. CONCLUSION

Our work in this paper is based on the hypothesis that the performance of defect prediction, especially the effort-aware performance, can be further improved by building prediction models on more proper-grained and problem-oriented program units. We propose a novel software defect prediction method based on functional clusters of programs and product metrics in this paper. To evaluate the effectiveness of the method, we conducted an empirical study on the Eclipse 3.0 system and compared the results of cluster-based defect prediction models against class-based models using linear regression analysis and logistic regression analysis. Our results confirm our hypothesis that program cluster, and specifically semantic cluster, may be a better program unit for defect prediction by both recall/reciprecison and effort-aware evaluation.
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